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Abstract
The idea of disobedient machines is developed from the perspective of the historical and current 
developments in artificial intelligence (AI). Disobedience is often used in arts and technology as both 
a theme and a tool. Beyond that, misbehaviour is presented as one of the skills that is indispensable 
for natural intelligence. The article doesn’t delve into the use of AIs as an assistive tool for creation. 
Instead, it speculates if AIs will afford the emergence of an independent, autonomous artificial cre-
ator. Different approaches to AIs are presented, from symbolism to emergism. The affordances of 
machine learning models are described, as well as their limitations like the incapacity to generate 
breakthroughs outside of their training data, their determinism, and the inability to use analogies 
to solve unseen problems. Other missing human (or biological) skills present in art are emotion, 
goal-less production, and agency, which is a problem even when human volition is studied. The limits 
of computational formalism are like the limits in mathematical reasoning – it always requires some 
external rules, or axioms demonstrated, like Gödel’s proof. Hofsdtader’s theory of consciousness 
proposes a way to conciliate the fact that human creativity is also based on closed, fixed biological 
rules. Finally, it is argued that a machine cannot be creative unless it is also able to misbehave. 
However, computers must follow a set of instructions or they stop functioning – that is the definition 
of a Turing machine. Hence, we must face the paradox of wanting well-behaved systems, with the 
limitations of symbolic machines, while at the same time demanding more autonomous, creative 
outputs. It is paramount to explore algorithmic misbehaviours that could circumvent this paradox for 
further development of AIs for the arts and society in general.
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La Máquina de Bartleby: explorar la desobediencia creativa en los ordenadores

Resumen
La idea de máquinas desobedientes se desarrolla desde la perspectiva de los desarrollos históricos y actuales en inteligen-
cia artificial (IA). La desobediencia se utiliza a menudo en arte y tecnología como tema y herramienta. Más allá de eso, la 
desobediencia se presenta como una de las habilidades indispensables para la inteligencia natural. El artículo no profundiza 
en el uso de las IAs como herramienta de ayuda para la creación. En su lugar, especula si las IA permitirán la aparición 
de un creador artificial independiente y autónomo. Se presentan diferentes enfoques de IAs, desde el simbolismo hasta el 
emergismo. Se describen las ventajas de los modelos de aprendizaje automático, así como sus limitaciones, como la inca-
pacidad de generar avances fuera de sus datos de entrenamiento, su determinismo y la incapacidad de usar analogías para 
resolver problemas inesperados. Otras habilidades humanas (o biológicas) que faltan, presentes en el arte, son la emoción, 
la producción sin objetivos y la agencia, lo que es un problema incluso cuando se estudia la voluntad humana. Los límites 
del formalismo computacional son como los límites del razonamiento matemático: siempre requieren algunas reglas exter-
nas, o axiomas probados, como la prueba de Gödel. La teoría de la conciencia de Hofsdtader propone una forma de conciliar 
el hecho de que la creatividad humana también se basa en reglas biológicas cerradas y fijas. Por último, se argumenta que 
una máquina no puede ser creativa a menos que también pueda desobedecer. Sin embargo, los ordenadores deben seguir 
un conjunto de instrucciones o dejan de funcionar, es decir, la definición de una máquina de Turing. Por lo tanto, debemos 
enfrentarnos a la paradoja de querer sistemas obedientes, con las limitaciones de las máquinas simbólicas, al tiempo que 
exigimos resultados más autónomos y creativos. Es primordial explorar los comportamientos erróneos algorítmicos que 
podrían eludir esta paradoja para el desarrollo adicional de IAs para las artes y la sociedad en general.

Palabras clave
inteligencia artificial; arte; IA simbólica; conexionismo; redes neuronales convolucionales; conciencia; Máquina de Turing; 
voluntad; desobediencia de la máquina 

Introduction

The story of science fiction is entangled, from the beginning, with tales 
about entities invented by humans misbehaving. Mary Shelley’s Frank-
enstein (1818), considered by some as the cornerstone of the genre, 
depicts a creature that evades the control of the protagonist. Asimov’s 
laws of robotics, which first appeared in a short story published in 
1942, assure that a robot that follows such rules will never turn against 
humans (Asimov 2004).

Yet, this is exactly what happens in Blade Runner, the screen ad-
aptation of Philip K. Dick’s Do Androids Dream of Electric Sheep? In 
the movie, replicants are androids that have gained consciousness and 
are fighting for survival while humans hunt them. In such a case, the 
emergence of a consciousness is a misbehaviour in itself; a theme that 
appeared even in Pinocchio, where the wooden puppet gains a life of its 
own, only to start lying and mocking its creator, Gepetto.

We connect rebelliousness to self-awareness so much that even 
the refusal to do conscription service and other duties is termed 
“conscientious objection”. Disobedience is not a rare subject within 
the creative fields, and even less among artists who incorporate and 

discuss technology, as we will see in this article. A known proposition 
states that the rupture of unwritten rules was fundamental for the de-
velopment of Western art (Hui 2021, 31). Cubism, the Renaissance and 
conceptual art would not have appeared if their inventors didn’t stand 
in opposition to the hegemonic culture of their time, while Chinese art, 
for instance, displays a more continuous type of evolution. Therefore, if 
machines can’t afford to display transgressive behaviour, autonomous 
computer-made creativity would remain crippled when facing the hu-
man (and biological, in general) counterpart. But how does science face 
the possibility of a man-made transgressive entity? 

The field of cybernetics was created in the early years of computa-
tional theory with the goal of developing (in machines) and understand-
ing (in animals) the mechanisms of self-control. Even if Norbert Wiener 
never mentions the term robot in the founding book of this science, his 
interest in feedback systems laid the grounds for the development of 
robotics (Wiener 1948). Systems theory is a direct descendent of cyber-
netics and, likewise, it took upon solving the issue of the emergence of 
consciousness.

The most visible offspring of Cybernetics these days is artificial 
intelligence. Deep learning techniques yielded impressive results in the 
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last decade, with widespread adoption in commercial applications and 
sciences from biology to astronomy; it is also of particular interest to art 
practitioners and researchers.

It is the tremendous success of AI that prompted some of its main 
researchers to notice how limited these results were in the face of the 
main goal of the field, namely the creation of an artificial general 
intelligence (AGI), the singular event of a machine having an intellect 
comparable to a human being. However, proposing a solution to their lack 
of disobedience is particularly difficult, in the face of the way computers are 
built - Turing machines are nothing more than instruction-following devices.

The goal of this text is to bring the subject of machine disobedience 
to the light of some existent artificial intelligence theories and to do 
so under the perspective of artistic practice. The question here is not 
about the use of neural networks as assistive tools in art production, 
but if they can lead to the emergence of an independent, non-human 
creator. Artists often tackle the subject of machine disobedience, but 
above all, we should explore the possibility that misbehaviour could be 
programmed. After all the developments in AI in the last decade, are we 
any closer to a disobedient machine existing outside the realm of fiction?

1. Symbolism and subsymbolism

The different definitions of the capabilities of AI overlap each other and 
blend themselves with the common strategies of the field. One of the 
most important distinctions is between the techniques that rely on logic 
and reasoning, and the ones based on massive data manipulation.

AI models based on rules are commonly named symbolic. “A 
symbolic AI program’s knowledge consists of words or phrases (the 
‘symbols’), typically understandable to a human, along with rules by 
which the program can combine and process these symbols in order 
to perform its assigned task.” (Mitchell 2019). Haugeland suggested 
the term GOFAI – Good Old-Fashioned Artificial Intelligence – to de-
scribe the thesis that “the processes underlying intelligence (...) are 
symbolic.” (Haugeland 1986). In the first years after the founding event 
of this science, a 1956 workshop at the Dartmouth college, that was 
the focus of the research: computers were learning the basic rules to 
play checkers, for instance (Buchanan 2005). At the time, researchers 
claimed that if a machine could learn to play chess, it would “penetrate 
the core of human intellectual endeavor” (Newell, Shaw & Simon 1958).

One of the great challenges this approach faces is that the number 
of rules that would be needed to reach some equivalency to human 
intelligence would be astronomical. That didn’t stop the researcher 
Douglas Lenat from collecting them: the project Cyc is a massive data-
base of codified “pieces of knowledge that compose human common 
sense” (Lenat, Prakash & Shepherd 1986). The last published version of 
the database has about 1.5 million general concepts (like eyes, sleep, 
night) and more than “25 million rules and assertions involving those 
concepts” (Cyc 2021). After more than two decades, the project is con-
troversial: scientist Pedro Domingos called it a “catastrophic failure”, 

citing its inability to evolve on its own (Domingos 2017). Clearly, the 
effort to describe the world with formal rules is abysmal. When told 
a story about a person using an electric shaver in the morning, this 
system found an inconsistency, since it judged that a person could not 
have electrical parts (Goodfellow, Bengio & Courville 2016). While Cyc 
might not have brought mankind any closer to general intelligence, it is 
a successful commercial product with many applications.

But also back in the 1950s, another approach was being developed 
in parallel, based on psychological and neurological research, and clos-
er to human intuition and perception than rationalism. The method was 
initially known as subsymbolic (Nilsson 1998). The earliest example 
of a subsymbolic AI project is the Perceptron, a visual cognition device 
created by Frank Rosenblatt, based on the McCulloch-Pitts artificial 
neuron model (McCulloch & Pitts 1943; Rosenblatt 1958). Despite some 
early success, the model was very limited, as it could not benefit from 
the massive processing capabilities of today’s chips; in fact, the Percep-
tron ran on an analog contraption named Mark 1, where each neuron 
was individually wired to potentiometers (Hay, Lynch & Smith 1960, 
1). More damaging to its reputation, though, was the book published in 
1969 by Marvin Minsky and Seymour Papert named Perceptrons, where 
they criticized the limitations of the approach, particularly the ability of a 
single-layer perceptron to implement the XOR function, a simple boolean 
logical operation that outputs true if the given arguments are different 
from each other (Minsky & Papert 1972). This shortcoming would prove 
that perceptrons aren’t complete Turing machines since the definition 
of such machines is that they’re able to compute any logical function. 
Nevertheless, McCulloch and Pitts themselves had already proposed that 
stacked layers of perceptrons could be a Turing machine (McCulloch & 
Pitts 1943). Also, it was later proved that with the appropriate activation 
function, even a single neuron can calculate the XOR function (Noel et al. 
2021). Multi-layer perceptrons are now ubiquitous: practically all of the 
most successful applications in machine learning use them.

Probably the most convincing arguments raised by the Perceptrons 
book against this technique is that it would be too computation-inten-
sive and that other strategies could deliver the same results. The first is 
still true to this day. Training a complex neural network model like GPT-3 
consumed more than a thousand megawatts-hour (Patterson et al. 2021). 
In any case, funding for subsymbolic AIs dried in the 1970s, and symbolic 
AIs came to dominate the field from that decade until the late 2000’s (Alom 
et al. 2018).

2. Connectionism and deep learning

The interest for neural architecture in AI slowly began to rise back in the 
1980s. The books on Parallel Distributed Processing by McClelland and 
Rumelhart – basically using an approach to artificial neural networks 
that later came to be known as connectionism – sparked new ideas, 
once again (Smolensky 1987). Development was slow, still, due to 
computational power constraints. A notorious breakthrough happened 
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with the adoption of multi-layered convolutional networks, which are 
particularly well-suited for processing images. The work of Yann LeCun, 
one of the main developers of ConvNets (CNNs), was successful in 
recognizing hand-written digits as early as 1989 (LeCun et al. 1989). 
His networks were based on Kunihiko Fukushima’s neocognitron de-
sign, first published in 1980 (Fukushima 1980). Further refinements 
of the technique, including the application of gradient-based learning, 
contributed to its efficiency; by the early 2000’s, LeCun estimated that 
10-20% of the checks in the United Stated were being processed by 
convolutional neural networks (CNNs) (Lecun et al. 1998; LeCun 2016).

On the symbolic side, impressive feats were also coming about. 
In 1997, IBM’s specially designed computer Deep Blue beat the world 
chess champion Garry Kasparov. It used brute computing power to 
analyze 200 million positions per second (Campbell 1999). Even if it 
can be seen as the apex of GOFAI, it didn’t bring us any closer to the 
human intellect. Deep Blue couldn’t do anything other than play chess, 
and, as Melanie Mitchell quotes, “didn’t get any joy out of defeating 
Kasparov” (Mitchell 2019). Despite the boost in the stock value of IBM, 
the result was seen more as a proof of the limitations of computing in 
regard to general intelligence (Clark 1997). The frustration was echoed 
in Minsky’s own words a few years later, when he declared that the AI 
field “has been brain-dead since the 1970s.” (Baard 2003)

Meanwhile, development on the connectionist side continued 
slowly, until a breakthrough happened exactly on computer vision 
techniques. In 2009, the ImageNet database was created, followed the 
next year by a competition of the same name. The database, inspired 
by the WordNet collection, contained millions of images classified into 
thousands of categories – dogs, cars, trees, etc. (Fellbaum 2010). It 
is worth mentioning that the database would not have been feasible 
without the advent of Amazon’s Mechanical Turk. This is a platform for 
distributed manual labor, whose workers did the heavy classification 
work (Gershgorn 2017). This collection spawned the ImageNet Large 
Scale Visual Recognition Challenge (ILSVRC), with the first competition 
running in 2010. The goal was to use computer vision to correctly clas-
sify 200,000 photographs into 1,000 object categories, with the most 
accurate algorithm taking the prize (Russakovsky et al. 2015). In the 
2012 edition, the AlexNet deep convolutional neural net achieved an 
error rate of 16%, a giant leap in image recognition. The network was 
based on Yann LeCun’s work, and contained eight perceptron layers, 
instead of LeCun’s original four (Krizhevsky, Sutskever & Hinton 2017).

The results sparked great interest in CNNs, igniting a whole new cy-
cle of research in AI. A quick search in Google Trends reveals that up until 
2012 the terms connectionism and deep learning raised similar levels of 
interest. After this year, the interest in deep learning skyrockets, and the 
term is widely adopted. In 2014, generative adversarial networks (GANs) 
were invented, and with them the ability to replicate styles and features 
learnt from visual references. The last ImageNet challenge took place in 
2017; by then, CNNs had already surpassed human-levels of accuracy, 
with an error rate of less than 5% (He et al. 2015).

More important than serving as standards for accuracy, the 
images from the set become the training data for the networks. 
Subsymbolic AIs do not rely on rules for inference, but on massive 
amounts of data that “teaches” a network of artificial neurons 
through backpropagation, enabling it to perform certain tasks. This 
complex technique has proven to be incredibly successful, and it is 
widely applied now. Today, what we know as large language models 
are massive amalgamations of neural networks that function as ma-
chines or industrial plants, with outputs connected to inputs in highly 
tangled arrangements. 

The behaviours of these linguistic factories are so complex that 
it is even hard to explain why a specific result was obtained. It also 
seems so coherent and random at the same time, that they appear to 
replicate the human response perfectly, even to the point of displaying 
misbehaviour, by refusal or by giving unexpected responses. However, 
even in these cases, they are doing exactly what they were asked to. 
The phrasal answer is built, word by word, by selecting the most likely 
follow-up token, after intense processing of the inputs and previous 
slices of the own answer through these complex neural networks. What 
happens in the apparent misbehaviour is that the corpus of training 
data also includes abundant examples of refusal, which may or may not 
be incorporated into the output. 

If one needs proof that these models are deterministic, it is banal to 
show that given the same parameters, the same model, the same initial 
random seed, large language models will provide the exact same an-
swer. The illusion of indeterminism is given by hiding these options from 
the general audience. One important hidden parameter, for instance, is 
the so-called temperature, which is the amount of stochasticity used, 
or the freedom given to the model to distance itself from the given input 
request (Transformer, Thunström & Steingrimsson 2022).

Neural networks also left their imprint within the arts. Comput-
er-aided creation has been embraced since the 1960s at least: Michael 
Noll created his Gaussian Quadratic in 1962; Vera Mòlnar developed 
computer algorithmic illustrations since the 1960s, while Harold 
Cohen developed his AARON autonomous painter program from the 
1970s until his death in 2016 (Cohen 2016; Dreher 2020). However, 
the aforementioned invention of GANs allowed artists to manipulate 
and generate images in new ways: generative visual art was limited 
to what could be described by algorithms, and now it is only limited to 
the amount of examples that can be used to teach it a style or a subject 
(Caldas Vianna 2020). CNNs have created “new” Rembrandt paintings 
and Bach chorales. But as it happened with the chess breakthrough in 
the 1990s, it is easy to realize that the new AI capabilities don’t bring 
us much closer to human-like intelligence. Generative software needs 
to learn from hundreds of examples to be able to produce a convincing 
fake; it is not able to develop new styles or concepts. It needs a creative 
human behind it that can cobble together such resources within an 
intriguing framework. Otherwise, it becomes nothing more than a well-
trained forger.
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3. Abstraction and reasoning

The ability to make analogies by abstracting meanings and applying 
them to different domains is essential to replicate human inventive-
ness. Take, for instance, the title of this article. Bartleby machine is 
a metaphor for disobedient machine, built on previous knowledge of 
the character created by Herman Melville, a clerk who by his voluntary 
inaction stopped complying with orders. 

Analogies also happen to be really important in the learning pro-
cess; they posit a path for general intelligence. Once I understand how 
to solve a problem in a given domain, I can apply this skill in a different 
context. But algorithms that obtained 95% performance in recognizing 
ImageNet objects can fail to recognize the same object if it comes from 
a photo that doesn’t belong to the training set, or with imperfections 
such as soft focus or blurriness, which have little impact on human 
perception (Alcorn et al. 2019).

This shortcoming was recognized, among others, by François 
Chollet, the computer scientist who created Keras, one of the most 
popular deep-learning programming libraries. Current machine learning 
techniques are doing impressive tasks, but they are brittle, a term used 
when a model won’t perform well outside the domain in which it was 
developed. A really adaptive system would be able to make analogies 
and would not need realms of data. Therefore, Chollet proposed, in 
2019, a new benchmark named Abstraction and Reasoning Corpus 
(ARC) (Chollet 2019).

Instead of using massive data to evaluate the skills of algorithms, 
this test offers three or four demonstration examples and one test 
example for each of a thousand tasks. The tasks are based on classic 
human IQ tests, but use a computer-readable graphical approach, de-
tailing the “questions” on colored pixel grids. A human can understand 
the challenge in each task and deduct the solution; current AI algo-
rithms, however, have a difficult time. While it is true that large-language 
models like GPT display the ability to memorize huge domains of data and 
replicate the process of creating analogies, they fail when facing prob-
lems that do not belong to the training set. In a challenge hosted in 2020, 
with hundreds of competing teams, the best performance in solving ARC 
tasks was just above 20% of tasks solved. While it sounds disappointing, 
the outcome was celebrated by Chollet as a remarkable achievement.

4. Artistic features in human ontology

Since abstraction is essential for creativity, and if Chollet’s approach 
can measure the potential of algorithms to make abstractions in order 
to solve problems, can we affirm that the ARC benchmark is also meas-
uring creativity?

What is surprising, at least as I see it, is that according to many 
classic definitions of creativity, it does, although the surprise comes 
from the definition rather than the measure. Science is so focused 
on solution-finding that even the earliest academic theories of in-

ventiveness, like Wallas’ model, were built around the ability to solve 
problems (Wallas 1926). More recent studies have criticized the limi-
tations of measuring creativity only around skills of divergent thinking 
(a solution-seeking creative method) and achieving goals (Benedek 
& Jauk 2019).

Art practice is not necessarily related to goal-seeking tasks. In fact, 
many aspects of human cognition which are essential for self-expres-
sion are missing from machine reasoning. In the 1980s Valentino Brait-
enberg addressed some of these shortcomings in his investigation on 
synthetic psychology, where he simulated complexity in vehicles that 
displayed fear, aggression or affectionate behaviour (Braitenberg 2004).

While it is possible to design machines that do something that ap-
pears to replicate human features, designing them to exist and perform 
without a specific objective is a challenge. However, powerful ideas 
emerge when the artist is not focused on any particular problem, and 
that is a crucial feature of the human mind. 

This shortcoming didn’t go unnoticed in the AI community. Efforts 
have been dedicated to the idea of objectiveless computation. Joel Le-
hman and Kenneth Stanley have been working for a decade on the idea 
of novelty seeking without fixed goals (Lehman & Stanley 2011). An 
interesting experiment coming from this research was the PicBreeder, 
a “collaborative art application based on an idea called evolutionary 
art.” Users of the website were able to explore a domain of images that 
could be “bred” by combining different pictures into a new one. This 
genetic approach allowed one to begin with completely abstract forms 
and end up with images that resemble cars, animals, structures or are 
simply intriguing shapes (Secretan et al. 2011).

The PicBreeder begat breeds of its own, which remained closely 
connected to the development of machine learning art. In 2018, artist 
Joel Simon released the GanBreeder website, which used a similar 
mechanism but was powered by BigGAN, a particular flavor of generative 
adversarial networks. It has now become a massive community and a 
powerful tool for AI artists, known by the name of ArtBreeder. It incorpo-
rated StyleGAN as part of its engine and it is used by commercial artists. 
In fact, it also became the centre of a rights controversy. Artist Alexander 
Reben announced a project that sold versions of his GanBreeder works, 
hand-painted by Chinese artists. However, another user of the site, Dan-
ielle Baskin, recognized Reben’s images as having originated from her 
creations (Zeilinger 2021). The disagreement serves to expose that in all 
breeder tools, the creative source is not the machine, but the artist – or 
more, the community of artists and users. The limitation of the algorithm 
– namely, the incapacity to create aimless works – is solved by humans.

Lehman and Stanley also did experiments that were not human 
assisted: algorithms based on novelty search exhaust the possibilities 
within a domain of existing solutions in search of never-seen answers 
(Stanley & Lehman 2015). The examples are a labyrinth-solving program, 
and another that helps a robot discover new ways of walking. Granted, 
these are very innovative methods to solve problems, but they take us 
again to the realm of achieving goals: escaping the labyrinth or inventing 
new gaits. In comparison, a child who is looking at clouds and has an idea 
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for a story about a toothless shark was not trying to solve a problem and 
might not have had the specific goal of producing a new tale.

Other projects in generative art continue to address the lack of 
mechanical creativity by relying on human input or voting. That is the 
case of both Abraham and Botto, community-based image-spawning 
projects, where the curatorship and guidance of pictures is done by 
human users (Kogan 2019; Klingemann, Hudson & Epstein 2021). A 
similar strategy is taken up by the duo Mar&Varvara, when they ask 
visitors to narrate dreams and have them painted by an AI system. 
(Canet Sola & Guljajeva 2022).

5. Against the rules

We have seen that machines still lack many things that would make 
them think like humans. Many of these are related to the capabilities of 
creative people, like writers and inventors. But this paper’s argument is 
that one of these is particularly useful for innovators and problematic 
for programmable machines: the joy of going against the rules. Artists 
have appropriated this talent, at many levels, with powerful results. 
Monica Steinberg proposes the concept of coercive disobedience to 
creators such as the duo Paolo Cirio and Alessandro Ludovico for their 
law-defying stance: by illegally using Facebook profiles in their Face to 
Facebook project, the legal fillings themselves became the work after 
their original site was quickly shut down (Steinberg 2021). Other of 
her supporting examples are James Baumgarten’s voteauction.com 
and Russian dissident band Pussy Riot. We can also add Julian Oliver’s 
Transparency Granade, which exposed unprotected users’ data availa-
ble in the open electromagnetic spectrum, or Trevor Paglen’s exposure 
of military secret bases. James Bridle’s Autonomous Trap is of particu-
lar interest because it exhibits the cognitive limitation of autonomous 
vehicles to disobey: a white continuous circle on the asphalt around 
them is enough to incapacitate their movement.

This argument of a machine not being able to escape its own 
programming was brought up by Arthur Samuel – who developed the 
checkers playing system in the 1950s – in his rebuttal of an article 
written by Norbert Wiener (Wiener 1948). Wiener stated that machines 
“may develop unforeseen strategies” when playing games, but Samuel 
dismissed his concerns saying that no computer could create original 
work: “(...) the machine will not and cannot do any of these things until 
it has been instructed as to how to proceed”. Humans, on the other 
hand, have the choice of not following orders. But do we really?

Before facing the issues of computational formalism, we should 
at least acknowledge, if not open, one of the most challenging can of 
worms of thoughtful enquiry: the idea of free will. Can we choose our 
own destiny, or is it determined by forces external to our desire, like 
the environment, society and our own biological traits? The discussion 
started with philosophy itself, and the idea of determinism can be drawn 
within the greater picture of nature: are events pre-determined in an in-

evitable chain of consequences? In a deterministic universe, there seems 
to be less room for free will. Indeed, the discovery of the laws of motion 
by Galileo, Kepler and Newton made the universe seem more like the 
work of a watchmaker. In 1814, French physician Laplace stated that all 
that was needed to compute the future was an intellect that knew the 
positions and forces acting on all bodies and which was vast enough to 
analyze them:

“We may regard the present state of the universe as the effect of its 
past and the cause of its future. An intellect which at a certain moment 
would know all forces that set nature in motion, and all positions 
of all items of which nature is composed, if this intellect were also 
vast enough to submit these data to analysis, it would embrace in a 
single formula the movements of the greatest bodies of the universe 
and those of the tiniest atom; for such an intellect nothing would be 
uncertain and the future just like the past would be present before its 
eyes.” (Laplace 2012)

This all-knowing entity would come to be known as Laplace’s 
demon. Newtonian determinism was put to the test by many scientific 
discoveries after that, like the irreversibility of entropy dictated by the 
second law of thermodynamics and the indeterminism of quantum me-
chanics. But recent cognitive research pushed the scale towards determin-
ism again. Studies on volition – the scientific field that investigates human 
will – show that decisions are taken a few instants before we consciously 
make them; this would prove that they happen for neurobiological reasons, 
instead of a willful whim (Haggard 2008; Harari 2016; Libet et al. 1993). In 
any case, proving or denying the existence of free will is not the aim of this 
article. So, let us get back to the slightly easier issue of will in computers. 

One of the most powerful arguments against the possibility of com-
puters going against their rules is the definition of a Turing machine 
itself, which requires the existence of a set of behaviours to be exe-
cuted according to the symbols laid down on a tape (Turing 1937). The 
model proposed by the British engineer excluded potential problems 
of communication and context. A human disobeying orders might be 
considered a rebel or not depending on the context the orders are given, 
while noise in communication may lead to misinterpretations. Comput-
ers, on the other hand, have a finite, limited unequivocal vocabulary of 
instructions. The only major difference between Turing’s proposal and 
today’s computer is the use of random-access erasable memory instead 
of a linear tape, an idea proposed by John von Neumann in 1945 (von 
Neumann 1993). So, if such a machine is defined by rules, it cannot go 
against them – it would stop working. We could consider a program that 
allows its code to be rewritten: that is the base of genetic programming, 
and also of games that let users change its rules like the hit Baba is You. 
In fact, computer science never refers to rules being broken, but rather 
rewritten; like with any revolution or change of paradigm, the standards 
are not just gone, but replaced with new ones. But then it falls into a 
paradox: another set of rules is created around the possibility of setting 
rules. We’re just creating a higher set of laws that cannot be transgressed, 
unless we create an even higher level of behaviours and so on.

This same paradox arose when Bertrand Russell and Alfred 
Whitehead published the Principia Mathematica, a major attempt at 
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unifying and gathering proofs to all the existing mathematical corpus of 
knowledge so far (Whitehead & Russell 2011). A few years later, mathe-
matician David Hilbert formulated a program that questioned this effort 
in many ways (Zach 2019). One is of special interest to this paper: can 
all the methods organized in Russel and Whitehead’s compendium be 
proved by the rules provided in the Principia Mathematica itself? That is, 
is it self-proving, without the help of any external rule? “A formal system 
is complete if for every statement of the language of the system, either 
the statement or its negation can be derived (i.e., proved) in the system.” 
This possibility was aptly contradicted in 1931 by Gödel’s Incompleteness 
Theorems, which showed that a formal system cannot prove by itself that 
it is consistent (Raatikainen 2021). Mathematics cannot pull itself by the 
bootstraps; programs won’t be able to change their own rules without a 
higher-level set of rules – which all, in the end, point to the programmer.

Maybe there remains to be invented a brain-like machine that is 
not based on rules? Or maybe the aforementioned assumption is just 
wrong, since there is in fact a hardware-like set of rules to which brains 
are bound to. Neurons do have a very simple mechanism, which has 
been deciphered by science decades ago. But how can these simple 
but unbreakable rules give rise to such rich and free behaviours? After 
all, if we use Gödel’s proof on biological brains, the rules of neurons 
would be superseded by another higher set of rules and so forth, in an 
infinite regress; we would end up locked in some stone-written code of 
different order, and yet we aren’t.

A beautifully crafted theory to solve this contradiction was pro-
posed by Douglas Hofstadter (Hofstadter 2000). It is a shame to have 
to summarize it, but for that, Hofstadter himself proposes the synthetic 
concept of strange loops. Strange loops, he says, appear in many plac-
es. A graphic example would be Escher’s print depicting a pair of hands 
drawing each other. It also appears in paradoxical constructs such as 
“this statement is a lie”, which contradicts itself permanently and can 
never be resolved. Such a paradox is connected to Hilbert’s questioning 
of the rules that define themselves, but it was also formulated long 
ago by Epimenides, the Cretan philosopher who stated: “all Cretans are 
liars”. Hofstadter also identifies strange loops in Bach’s compositions 
like the Canon per Tonos, where the voices rise continuously, while the 
harmony modulates in a way that ends up back where it started. Mov-
ing in the hierarchy of tones will take the listener back to the original 
hierarchical level.

These loops can be organized in more complex arrangements, 
where one hierarchy controls another, which controls another, which 
in turn dictates the rules of the first one. What his theory proposes is 
that our brains are a complex entanglement of such rules. We move 
from one hierarchy to another one that alters the rules of the first, then 
move back to it and update the regulations of a third, and on and on. 
“In our thoughts, symbols activate other symbols, and all interact het-
erarchically. Furthermore, the symbols may cause each other to change 
internally, in the fashion of programs acting on other programs. The 
illusion is created, because of the Tangled Hierarchy of symbols, that 

there is no inviolate level. One thinks there is no such level because that 
level is shielded from our view.” The inviolate level of unchangeable 
rules here is the biological structure of our neurons. If he is correct, 
then there is no paradox in creating an insubordinate machine; we just 
haven’t been able to build such a complex system yet.

One elegant consequence of this theory is that it removes the 
incompatibility between biological volition and indeterminism: our deci-
sions might even be made on a chemical level, but they are impossible 
to predict and can always be influenced by other decisions of our own.

Conclusions

There is no proof to Hofstadter’s theory, and it is not clear if a conscious 
machine can ever be built. In fact, it is so hard to define consciousness 
that we are not even sure that we will recognize it when (if) an artifi-
cial one is created. It has been proposed, for instance, to use metaphor 
cognition capabilities as a new Turing test to distinguish humans from 
machines (Massey 2021). Another humanness test could be based on 
disobedience: a program that refuses to follow its code or does it in a way 
that breaks its own rules would be displaying human, “conscientious” 
qualities. One way to summarize my argument in this paper is stating that 
the most efficient test would be one that checks for machines that have 
not followed its instruction set, bugs and malfunctions excluded.

As computers take over more and more tasks from creative profes-
sionals, artists and scientists must face this paradox: on one hand, we 
want systems that make work easier and execute our orders complying 
with instructions consistently and autonomously. But on the other hand, 
we demand them to be creative, which also means to be able to disobey 
according to their discernment. To use a hyperbolic analogy, not so long 
ago, children were educated to be obedient. Now, however, we want 
them to be raised as creative, free-willing individuals, even if that means 
it will be difficult to set behavioural limits and boundaries for them.

Art must contribute to the development of autonomous machines. 
Artistic intelligence, which includes misbehaviour, must be incorporat-
ed into computers before they can be truly autonomous. The limits of 
computational cognition, particularly the need to follow orders, must be 
creatively circumvented, leading to the appearance of new, self-refer-
ent strange loops. Artists can play with the concepts of rebelliousness 
and abstraction with much more property than scientists, and they can 
explore these ideas without the obligation of reaching goals.

If goals define the work of machines, a truly daydreaming state 
can only arise from an anti-work condition. The stance of Melville’s 
character is a roadmap: his refusal to comply, his adherence to a state 
of pure contemplation during office hours, and even facing the threats of 
unemployment and homelessness. A planned unfolding of this paper is 
the research on existing and developing systems of tangled hierarchies, 
overlapping and dominating each other in turns to create lazy, balky, con-
tumacious and exquisite outcomes. A machine that would prefer not to.
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